1. Introduction

It is apparent that business processes evolve over time and have to be aligned with business rules, legislations, and law. Cause of change are factors such as continuing change in regulations, policies, business compliance requirements, and user demand. Since the economic success of any business relies on its ability to respond to changes quickly, it is important to be able to update processes in an efficient and correct way [1].

A usual scenario in business process management is that complex process models are abstracted to simplify understanding and complexity, and the creation of “personalized views” of a process is a much needed feature to support customized
Fig. 1: Typical scenario: Three stakeholders change their personal views on a common reference process.

abstraction and visualization of processes for different stakeholders [2–5]. Designing and updating process models in large organizations is usually performed by multiple stakeholders in parallel. Each stakeholder has a particular view on a process and performs changes independently from other stakeholders leading to the challenge that views may become out of sync and inconsistent with its reference process and other views. In order to preserve consistency among views a change in one view needs to be propagated to the remaining views through their common reference model. The life-cycle of a process view can be described by three phases [6]: creation-, management- and elimination phase. This article addresses two major research questions: (1) How to propagate changes from a process view to its related reference process model and, thereafter, to other views of the reference model? (2) How to detect that two concurrent changes over two different views are in conflict and how to manage detected conflicts? The motivation behind this approach is that process views are simpler to understand for stakeholders because they are personalized, and stakeholders can perform changes more easily on views rather than on a complex reference process model.

1.1. Typical Process Design Scenario

Fig. 1 shows a typical process design scenario, where each stakeholder has his/her own personal view over a reference model and performs changes on it. To preserve the consistency between the models, changes in one view need to be propagated to related models.

Fig. 2 shows an example for the co-evolution of models specified in the Business Process Model and Notation language (BPMN). Process model $M'$ depicts the reference model and models $M_1$ and $M_2$ show two views over $M'$. The dashed lines indicate the correspondence relations for activities in $M'$ which are represented in $M_1$. The cross in $M_2$ indicates an activity that has been removed during the
abstraction. Since the views look different, the mappings between elements in the reference process and elements in the two views are different. For example activities Cancel Late and Send Cancellation Invoice in $M'$ are mapped to Cancel in $M_1$, whereas activity Send Cancellation Invoice has been removed in $M_2$.

In the example, a new activity Inform is inserted in $M_2$. This change is then propagated to $M'$ by inserting Inform between Cancel Late and Send Cancellation Invoice. In a next step, the change is propagated to $M_1$ which consists only of an update of the properties in Cancel because it is an abstraction of the sequence Cancel Late and Send Cancellation Invoice in $M'$.

The consistent representation of data flows in related process models must be considered, as otherwise invalid views could be obtained where data flows are not well-formed or do not adequately reflect a consistent abstraction from the reference process. Reichert and Weber [1] investigated the correctness of data flow for pre-specified processes and discussed properties such as no missing data, no unnecessary data and no lost updates. Such properties are relevant in the presented example: if one decided to hide activity Assign Car from view $M_1$ in Figure 2, the resulting view would feature a missing data anomaly [1] as activity Use still requires the Car Registration as data input; however, this information is no longer supplied as the Assign Car activity has been omitted in the view.

In this article we address the consistent representation of data input and output in the context of behavioral consistency, such as observation- and invocation consistency [7]. For checking data flow correctness properties as identified by Reichert and Weber we refer to related work only. For example, activities in a view that are to be invocation consistent with the reference process activities must feature the same data inputs at the same level of granularity as their counterpart activities in the reference process. Similarly, for aggregate data elements, all aggregated components must be present in the corresponding process region in the reference process.
examples illustrate that the consistency of data flows in related process models can be non-trivial and should therefore be an integral part of any process evolution approach. In particular, mechanisms to validate the consistency of data flows in a view relative to the reference process must be provided and integrated with other behavioral consistency notions. The following section presents our framework for maintaining data consistency in process models related by the behavioral consistency criteria of [7].

1.2. Contribution

This article focuses on the view creation and view management phase of a process view life cycle [6]. For the creation of views several methods have been proposed [8–10]. In previous work [11], we introduced a knowledge based framework to provide different views on a process model considering user-specific conditions which specify the purpose of the abstraction and identify elements of interest. We have applied our approach to a real-world business process repository from the “Product and System Engineering” domain which contained software development processes with up to 260 activities in a single process. In some use cases, a view could be generated that reduced the complexity by up to 90% [12]. For the view management phase, Gerth et al. [13] identified three steps: detection of differences, identification of change conflicts, and resolution of conflicts. For the detection and identification of change conflicts existing work is mainly based on global trace analysis which can be costly when dealing with large processes.

For the view creation phase we present an abstraction framework in this article which supports control flow and data input/output of activities in a business process model. The process view is generated from a process model based on an abstraction condition. An abstraction condition includes constraints on the process structure or properties of process elements, e.g., select all activities which take longer than 10 minutes.

For the view management phase we propose generic methods and techniques for the efficient change propagation from a stakeholder to reference process and its process views on the process model level. Given a well-formed reference process (i.e., safe; no missing, unnecessary or lost data), change propagation and conflict resolution between views and reference process is based on simple design rules that can be checked without the need to generate all possible execution paths and checking control flow consistency involves at most checking some “local” execution paths (i.e., execution paths of activities in the refinement of an activity in a view). These techniques supports change propagation on-the-fly so stakeholders become immediately aware of changes made by other stakeholders which affect their view. On-the-fly change propagation refers to propagating changes during design time from one view to its reference process and any other views which contains elements that have been affected by change. By providing these capabilities, a separate step for conflict identification and resolution can be kept to a minimum or in optimal cases
be eliminated. However, if changes are performed in two different views affecting
the same process region, conflicts may arise and need to be resolved.

We apply existing techniques based on behavior inheritance and use this tech-
nique to propagate changes efficiently [7]. We allow users to perform changes that
violate the refinement relations and then propagate changes so consistency is re-
stored. In particular, we are applying consistent specialization of business processes
to ensure consistency between views and reference process. By checking simple rules
on the structure of process models and keeping relationships between elements in
different processes, we are able to achieve co-evolution more efficiently.

The limitations of the current framework are that it supports a limited number
of change operators which are insert and elimination similar to those proposed
by Kolb et al. [5]. Although we propose a library of change operators that can be
extended, some change operators, e.g., operators that insert new complex structures
or the refinement of already abstracted elements are currently not supported.

This article extends previous work [14] published in the International Conference
on Cooperative Information Systems (CoopIS 2013) and includes a new section on
resolving change conflicts for business processes and an extended literature review.
The main contributions in comparison to our previous work are: (1) Section 2.3
contains a detailed check for consistency of control- and dataflow using observation
and invocation consistency, (2) Section 3 presents a framework for conflict detec-
tion in process co-evolution and describes a conflict resolution technique based on
type discrimination, and (3) Section 5 provides a literature review and comparison
criteria of state-of-the-art work in process (co-)evolution, change management and
conflict resolution.

In the next section we explain our approach and the conflict resolution approach
followed by a comparison of related work. The last section provides an outlook on
future work and conclusion.

2. A Framework for the Consistent Co-Evolution of Business
Process Models

A typical software development life-cycle consists of several phases. Köhler et al. [15]
proposed a cycle for the alignment of business and IT which consists of model-,
develop-, deploy-, monitor- and analyze & adapt phases. The presented framework
focuses on the modeling phase and supports the consistent co-evolution of busi-
ness processes in three steps: (1) in the process modeling step, a business process
is created that represents the reference process, (2) in the process view generation
step, views are generated from the reference process based on abstraction conditions
which are provided by stakeholders, and (3) in the change and change propagation
step, different stakeholders perform changes on their views and their changes are
propagated on-the-fly to reference processes and other views. The first step is per-
formed only once whereas Steps 2 and 3 are usually repeated for each development
cycle.
Over the past decade significant effort has been spent on developing process models based on Semantic Web technologies, in particular in the context of service-oriented architectures. However, they have found little traction in the process modeling domain, as the focus of ontology languages is on class level descriptions, resulting in significant extra effort required to produce workable service/process specifications in these languages [16], and the requirement to use families of complex languages such as OWL [17], SPARQL [18], or SWRL [19] to enable the required level of expressiveness to describe even simple process instances, an effect that has also been found in other domains [20]. Instead, standard process notations allow a natural and concise expression of process structure.

Our framework makes use of the model driven engineering (MDE) paradigm. The advantages of MDE include increasing the productivity and compatibility by simplifying the process of design, and maximizing reusability by lifting platform specific code to a platform independent model level. Our approach is set on the level of models which are the central artifact in MDE. In the following we explain each step in detail and provide definitions for the formal notation and consistency constraints.

2.1. Process Modeling

There exist different languages for modeling business processes. BPMN has become the de-facto standard in recent years and we use this notation to represent the models. However, a more formal representation is required for specifying the relationship between reference process and process views, and verification of consistency. We use a Petri net representation of BPMN models, in particular labeled Petri nets, which are helpful to express the consistent specialization of processes [7]. Different approaches for mapping between the BPMN and Petri net notation exist. Since the discussion of such mappings are out of the scope of this paper we refer the interested reader to [21,22].

A labeled Petri net is a Petri net that has labels attached to its arcs. The idea of labeling arcs corresponds to the mechanism by which different copies of a form are handled by each activity in business processes guided by paperwork, where different copies of a form have a different label [7]. Each activity deals with a different aspect of the same form where it can collect copies of the form from different input boxes and deliver them to different output boxes. The labels determine which copies have been used by which activities. When related to business processes, the form can be seen as a process instance and the labels as aspects of a process instance.

Definition 2.1. (Labeled Petri Net)

A tuple: \((N, F, D, \delta_{in}, \delta_{out}, L, l)\) is a labeled Petri net model, where \(N\) is a finite set of nodes partitioned into disjoint sets of activities (transitions) \(N_t\) and states (places) \(N_s\), \(F \subseteq (N_s \times N_t) \cup (N_t \times N_s)\) is the flow relation such that \((N, F)\) is a connected graph, \(D\) is a finite set of data variables, and \(\delta_{in} : N \mapsto 2^D\) and \(\delta_{out} : N \mapsto 2^D\) are functions mapping each node to its set of input and output variables,
respectively. We write \( n.D_{in} \) and \( n.D_{out} \) for \( \delta_{in}(n) \) and \( \delta_{out}(n) \), respectively. \( L \) is a finite set of labels, and \( l : F \mapsto 2^L \setminus \emptyset \) is a function that assigns a set of labels to each control flow.

**Definition 2.2. (Immediate Pre-Node and Post-Node)** The set of (immediate) pre-nodes of node \( n \in N \) is defined as \( \bullet n = \{ p \in N | (p, n) \in F \} \). Likewise the set of the (immediate) post-nodes of node \( n \in N \) is defined as \( n \bullet = \{ p \in N | (n, p) \in F \} \). We leave out the “immediate” if it is understood.

Different operations such as initializing, updating, and verifying, performed by each activity in a process model, can be divided into read and write operations from an implementation point of view. In our framework, when an activity reads or writes a data object, that data object is considered to be the input or the output of that activity. The sets of all inputs and outputs of an activity \( x \) are denoted as \( x.D_{in} \) and \( x.D_{out} \) respectively.

The execution semantics of a labeled Petri net is the same as that of a Petri net where an activity consumes a token from each of its pre-states and produces a token to each of its immediate post states.

**Well-formed labeled Petri nets:** For the reference process model and all its views, we assume a subset of labeled Petri net which satisfies the following structural properties and data flow properties. These properties must be observed before consistency checks can be performed, i.e., they must be observed during the creation of a view and after each change of a process view:

- **Single initial state per label:** Each label is assigned to exactly one state with no inflow.
- **Safe:** A labeled Petri net is safe iff there is no execution trace in the model such that some activities in that trace can be completed while there exist some post states of those activities on that trace, i.e., there can be only one token in all reachable markings where a marking is the distribution of tokens over activities. This is a necessary property as an unsafe Petri net contradicts the intention of processes to identify by a state or an activity a single, specific processing state of an object.
- **Activity reduced:** This property is satisfied iff for every activity there is an execution trace that contains it. This property is useful to ensure that the process model contains only activities which may have an influence on the process execution.
- **Deadlock-free:** This property ensures that the execution must continue unless it reaches a final state. This is an important property as it prevents from blocking execution.
- **Label preservation:** This property requires that for every activity the incoming and the outgoing arcs carry the same set of labels. If the analogy for introducing labels above is followed then the label preservation property
ensures that if a copy of a process instance has been created, then this copy is neither overwritten nor are new copies created by other activities in the process model.

- **Unique label**: This property ensures that for every activity the label sets of all incoming arcs are disjoint and the label sets of all outgoing arcs are disjoint. In other words, it ensures that every activity can have some copies of a process instance from only one input box and must deliver them to only one output box.

- **Common label distribution**: This property ensures all the immediate arc(s) of a state must contain the same set of labels. This property ensures that each outgoing control flow holds the same copies of an instance.

**Example 2.1.** Fig. 3 shows the Petri net representation of the BPMN process model shown in Fig. 2. Data input and -output are indicated above each activity in the form of $d_x$ where $x$ indicates the type of data. Inputs (outputs) are shown on the left (right) hand side of an activity or state. For example, activity Assign Car’ in Process View $M_1$ of Fig. 3 receives input $d_4$ (i.e., Reservation Number) which is produced by activity Issue’, and produces output $d_5$ (Car Registration) required by activity Use'.

After a reference process is modeled in BPMN and its equivalent representation as a labeled Petri net is generated, process views can be created from it.
2.2. Creating Process Views

In our previous work, we described a knowledge-based framework for the purposeful abstraction of process models based on abstraction conditions specified on the process structure [11]. The framework is based on configuration techniques and can provide multiple views on different abstraction levels. A stakeholder provides an abstraction condition for generating a view: the condition consists of a set of constraints over properties of the business process and its activities. Based on the provided constraints the framework identifies which activities in the process are significant and which ones are insignificant for the stakeholder. It then applies step-wise abstraction and elimination operators to the insignificant elements and creates a hierarchy of abstracted process models where each level in the hierarchy represents a more abstract model until the most abstract model is found [12].

Example 2.2. In Fig. 3, process $M_1$ is a view for City Car Rental over the reference process $M'$. Activity Cancel in $M_1$ aggregates Cancel Late' and Send Cancellation Invoice' in $M'$.

For abstracting insignificant activities, the operator $\text{AggregateActivities()}$ is applied. It aggregates a group of activities which form a pattern and abstracts them to a single composite activity, therefore creating one-to-many relationship from the abstract to the more detailed elements. A single insignificant activity, i.e., an insignificant activity that has pre- and post-states that are connected to significant activities, cannot be aggregated or eliminated otherwise it would violate the observation consistency criteria which is described in Section 2.3 below. The name of a new composite activity created by the $\text{AggregateActivities()}$ is extracted from a meronymy tree of activities which represents the domain knowledge within our abstraction framework [12].

The correspondences between a process model and its views are captured by inheritance using a mapping function $h()$ while constructing the views. This allows us to check for consistency and change propagation during the design phase. The function $h()$ is a total and surjective mapping function such that:

1. $h$ maps each state, activity, data, and label of the reference process model to the elements of the view.
2. $h$ maps labels of the reference process to labels in the view. Different labels in the reference process model can be mapped to a single label in the view.
3. $h$ maps initial state of the reference process to the initial state of the process view.

Definition 2.3. (Process View)

A labeled Petri net diagram $M = (N, F, D, \delta_{in}, \delta_{out}, L, l)$ is defined as a view of another labeled Petri net diagram $M' = (N', F', D', \delta'_{in}, \delta'_{out}, L', l')$ by the function $h_{M' \rightarrow M}$ which has the following properties:
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\( h : N' \cup D' \cup L' \rightarrow N \cup D \cup L \cup \{ \} \) (h is total and surjective),

(i) \( e' \in N' \Rightarrow h(e') \in N \cup \{ \} \),

(ii) \( e' \in D' \Rightarrow h(e') \in D \cup \{ \} \),

(iii) \( l' \in L' \Rightarrow h(l') \in L \cup \{ \} \),

(iv) \((1)\ \ a' \in N', \bullet a' = 0 \land h(a') = a \Rightarrow |\bullet a| = 0 \) and \((2)\ l \in l(a') \Rightarrow h(l) \in l(h(a'))\),

(v) \( h(e') = e', h(e'') = e' \Rightarrow e'' = e''\),

(vi) \( h(e) \in N' \cup L' \cup D' \Leftrightarrow h(e) = e\)

Property (i) ensures that each element in the reference process is either mapped
to an element in the view or eliminated, property (ii) specifies that each data variable
in the reference process is either mapped to a data variable in the view or eliminated,
property (iii) specifies that each label in the reference process is either mapped to
a label in the view or eliminated, property (iv) maps (1) each initial state of the
reference process to an initial state of the view and (2) each label associated with
an initial state to its corresponding label in the view, property (v) ensures that if
an element is preserved identically in a view then no other element can be mapped
to it, and property (vi) specifies that elements that appear unchanged in a view are
mapped to their identical elements in the reference process.

Inheritance of elements without change, abstraction and elimination of elements
are expressed by h as follows:

(i) Inheritance without change: For an unchanged activity, state, or label e the
mapping \( h(e) = e \) holds.

(ii) Abstraction: For a set of activities and states \( E \) abstracted to an activity or
state \( e \) in \( M \), \( \forall e' \in E : h(e') = e \) holds. Similarly, for a set of labels \( E \) abstracted
to label \( l \) in \( M \), \( \forall l' \in E : h(l') = l \) holds.

(iii) Elimination: For a set of activities, states, or labels \( E \) that are eliminated in
the view, \( \forall e \in E : h(e) = e \) holds.

For data flow abstraction, we distinguish two kinds of data abstraction: aggregation
and generalization, where \( agg(e) \) denotes data aggregated from \( e \) and \( gen(e) \)
denotes data generalized from \( e \) where \( agg(e) \) with \( e \in D \) expresses that \( e \) repre-
sents an abstraction that consists of a composition of each element \( e' \) such that
\( h(e') = e \), and where \( gen(e) \) with \( e \in D \) expresses that \( e \) represents an abstraction
that represents exactly one element \( e' \) such that \( h(e') = e \).

Example 2.3. Fig. 3 shows two process views \( M_1 \) and \( M_2 \) that have been gen-
rated from the reference process \( M' \). For \( M_1 \) an abstraction condition was specified
by a stakeholder who focuses on the car rental aspect of \( M' \), and for \( M_2 \) an ab-
straction condition was specified for a stakeholder who is interested in the truck
rental aspect of \( M \). The resulting views are slightly different, e.g., the sequence
(Cancel Late, s_7, Send Cancellation Confirmation') in \( M' \) is aggregated to Cancel
in \( M_1 \) whereas the sequence (s_7, Send Cancellation Confirmation', s_4) is aggre-
gated to state $s_8$ in $M_2$. Data flow is aggregated in the views such that $d_2$ and $d_3$ are aggregated to $d_8$ in the views.

Later in Section 3 we discuss the co-evolution of process views where different stakeholders may change their own views. There are two possible changes to a view: (1) Changes of the viewpoint over a given reference process. This is handled by changing the abstraction condition. (2) Changes of the reference process via changes of the process view. This kind of change is motivated in that process views are simpler to understand for stakeholders because they are personalized and they can perform changes more easily on views rather than on a complex reference process model. We consider the latter type of change.

If elements in two different views which map to the same elements in the reference are changed simultaneously, then a conflict of changes may arise. In order to identify conflicts and resolve them we require the definition of a region. To compute a region in a reference process $M'$, we invert function $h$. In other words, with respect to a view $M$ a region in $M'$ is the set of elements of $M'$ which map to the same process element in $M$.

**Definition 2.4. (Region)**

Given a reference process $M' = (N', F', D', \delta'_\text{in}, \delta'_\text{out}, L', l')$, a view $M = (N, F, D, \delta_\text{in}, \delta_\text{out}, L, l)$ and its mapping $h : M' \mapsto M$, the region $R(e)$ in $M'$ corresponding to an element $e \in N \cup D \cup L$ is defined as $R(e) = \{e' \in N' \cup D' \cup L' \mid h(e') = e\}$.

**Example 2.4.** The region $R(\text{Cancel})$ in reference process $M'$ with respect to view $M_1$ shown in Fig. 3 is $\{\text{CancelLate}', s_7', \text{SendCancellationInvoice}'\}$.

Within a region we have two special types of activities (states): source and sink activities (states). We call an activity (state) $e'$ a source activity (state) of a region $R(e)$, if $e'$ is in the refinement of activity (state) $e$ and has an incoming arc from a state (activity) outside the refinement of $e$, and we call an activity (state) $e'$ a sink activity (state) of $e$ if $e'$ is in the refinement of $e$ and has an outgoing arc into a state (activity) outside of $e$. Sink- and source activities and states are required for linking to newly inserted activities (states) in a view as discussed in Section 2.4.

A process view must be consistent with its reference process. In the following section we describe the consistency criteria between a reference process and views, and how they can be checked using simply design rules.

### 2.3. Checking Consistency of Views

The problem of inconsistency between multiple views of a reference model is well-studied [23]. Consistency criteria help to identify contradictions between views and their reference process model once different stakeholders change the views. In our framework we apply consistent specialization of business processes to ensure the consistency between process views and their respective reference process model.
Specialization consists of refinement and extension where refinement refers to refining an activity into more detail and extension refers to adding new elements to a process model. A process model $P'$ is an extension of process model $P$ if it possesses new features relative to $P$. Likewise, process model $P'$ is a refinement of a process model $P$ if the inherited features are specified in more detail. In this section, we first discuss consistency criteria, then apply the criteria on the control flow aspect of processes and finally discuss data flow consistency in the context of the criteria.

2.3.1. Consistency Criteria

Schrefl and Stumptner [7] investigated two criteria for the consistent refinement and extension of business processes: observation- and invocation consistency. Informally, observation consistent specialization between a process model $M$ and $M'$ guarantees that if features added in process $M'$ are ignored and features refined in $M'$ are considered unrefined, any instance of $M'$ can be observed as correct from the point of view of $M$.

Invocation consistency is divided into weak- and strong invocation consistency. Weak invocation consistency ensures that instances of a view $M$ can be used in the same way as instances of a reference process $M'$. An extended version of this property, strong invocation consistency, guarantees that one can continue to use instances of $M$ in the same way as instances of $M'$, even after activities that have been added in $M'$ have been executed.

In our framework, we apply observation consistency and strong invocation consistency. We apply observation consistency to those activities and states in a process view which have been abstracted from a reference process and considered as insignificant according to the abstraction condition (see also Section 2.2). The reason for this is that stakeholders can observe that something is happening in their view which is the responsibility of another stakeholder. The same holds for data flow.

We apply strong invocation consistency to those activities that are significant to the stakeholder. We assume that by specifying an abstraction condition and identifying elements as significant means that the stakeholder has the interest or responsibility in invoking these activities. From now on, we refer to invocation consistency when referring to strong invocation consistency.

Similar consistency criteria have been investigated in the past. Protocol- and projection inheritance introduced by Basten et al. [24] corresponds to weak invocation consistency and observation consistency respectively. Yongchareon et al. [25] studied consistent specialization in particular for artifact-centric business processes and multiple artifacts interacting with each other. The main advantage of the work by Schrefl and Stumptner [7] is a set of rules that allow us to efficiently check for consistency without analyzing all possible execution traces. In the following, we introduce and apply these rules for checking control flow consistency.

Related work mentioned above has addressed consistency criteria on control flows so far. In this article, we extend existing work to data flows and check the
data input and output for observation and invocation consistency. Below, we first address the control flow consistency between reference process and views and then address the data flow consistency.

### 2.3.2. Checking Control Flow Consistency

We check for observation consistency (OC) for elements that are abstracted and insignificant in a view and for invocation consistency (IC) for activities that are significant. Schrefl and Stumptner [7] introduced simple rules that are necessary and sufficient for checking OC and IC between two processes. The rules can be applied during design time on processes that have been refined or extended. These rules have been adapted for the context of this article which is a reference process and related process views: Rules R1 (Fig. 4) and R2 (Fig. 5 and 6) allow for checking OC, whereby R2.1 considers abstraction and R2.2 elimination of activities. Rules R3 (Fig. 7) allow for checking IC. Note that OC is necessary for IC as discussed in [7]. We explain the rules in the context of process views in the following.

**Example 2.5.** Consider reference process $M'$ and view $M_1$ in Fig. 3. Transition $\text{Cancel Late}'$ in $M'$ consumes from state $s'_2$ and $\text{Send Cancellation Invoice}'$ produces into $s'_4$. To satisfy the pre- and post-state satisfaction rule from Fig. 4 transition $\text{Cancel}$ in $M_1$ must consume from at least one state and produce in at least one state as in $M'$. This is the case as transition $\text{Cancel}$ consumes from $s'_2$ where $h(s'_2) = s'_2$ holds and $\text{Cancel}$ produces into $s'_4$ where $h(s'_4) = s'_4$.

For checking OC also rules R2 shown in Fig. 5 and 6 need to be checked. The rules for pre- and post-state refinement R2.1 verify that all the behavior of the detailed model is considered in an abstraction. Specifically, behavior consistency requires that control flows in the detailed model that are not hidden in an abstraction must be reflected in the abstract model as flow with consistent label abstraction. Rule R2.1(a1) and (a2) verify conditions for sequence flows inbound to an activity, and R2.1(b1) and (b2) verify the corresponding conditions for outbound sequence flows.

**Example 2.6.** The rules R2.1 (b1) and (b2) are satisfied for post state $s_8$ of activities $\text{Cancel Late}'$ and $\text{Cancel Early with Invoice}$ in $M_2$ shown in Fig. 3.

If elements are eliminated in a process view, rules R2.2 shown in Fig. 6 need to
R1. Pre and post-state satisfaction
(a1) \( t \in N_I, s \in N_s, \hat{s} \in N_s, t' \in N_I', s' \in N_s' : \)
\[ h(t') = t \land h(s') = s \land (s, t) \in F \land (s', t') \in F' \land (\hat{s}, t) \in F \]
\[ \Rightarrow 3s' \in N_s' : h(s') = \hat{s} \land (s', t') \in F' \]
(a2) \( t \in N_I, s \in N_s, t' \in N_I', s' \in N_s' : \)
\[ h(t') = t \land h(s') = s \land (s, t) \in F \land (s', t') \in F' \]
\[ \land x \in l(s, t) \land h(x'') = x \]
\[ \Rightarrow 3s'' \in N_s' : h(s'') = s \land (s'', t') \in F' \land x'' \in l'(s'', t') \]

(b1) \( t \in N_I, s \in N_s, \hat{s} \in N_s, t' \in N_I', s' \in N_s' : \)
\[ h(t') = t \land h(s') = s \land (t, \hat{s}) \in F \land (t', s'') \in F' \land (t, \hat{s}) \in F \]
\[ \Rightarrow 3s' \in N_s' \land h(s') = \hat{s} \land (t', s') \in F' \]
(b2) \( t \in N_I, s \in N_s, t' \in N_I', s' \in N_s' : \)
\[ h(t') = t \land h(s') = s \land (t, s) \in F \land (t', s') \in F' \]
\[ \land x \in l(t, s) \land h(x'') = x \]
\[ \Rightarrow 3s'' \in N_s' : h(s'') = s \land (t', s'') \in F' \land x'' \in l'(t', s'') \]

Fig. 4: Rules for checking pre- and post-state satisfaction of an activity \( t \) in a view.
Rules are adapted from Fig.7 in [7].

R2.1 Pre and post-state refinement:
\( s' \in N_s', t' \in N_I', h(t') \neq \epsilon \):
(a1) \( (s', t') \in F' \land h(s') \neq h(t') \land h(s') \neq \epsilon \)
\[ \Rightarrow (h(s'), h(t')) \in F \]
(a2) \( (s', t') \in F' \land h(s') \neq h(t') \land x' \in l(s', t') \land h(x') \neq \epsilon \)
\[ \Rightarrow h(s') \neq \epsilon \land h(x') \in l(h(s'), h(t')) \]
(b1) \( (t', s') \in F' \land h(s') \neq h(t') \land h(s') \neq \epsilon \)
\[ \Rightarrow (h(t'), h(s')) \in F \]
(b2) \( (t', s') \in F' \land h(s') \neq h(t') \land x' \in l(t', s') \land h(x') \neq \epsilon \)
\[ \Rightarrow h(s') \neq \epsilon \land h(x') \in l(h(t'), h(s')) \]

Fig. 5: Rules for checking pre- and post-state refinement of activity \( t' \) and state \( s' \)
from the reference process in the process view. Rules are adapted from Fig.7 in [7].

be checked. Note that parallel extension is from the point of view of the reference
processes meaning that the reference processes contains some elements (an extension
to the model) which are omitted in the view.

Invocation consistency (IC) is checked only for those activities in a view which
are identified as invocable. Given OC, rules R3 shown in Fig. 7 allow to check for
IC. If rules are obeyed for an activity \( t \) in a view then \( t \) is invocation consistent. The
Change Propagation and Conflict Resolution for the Co-evolution of Business Processes

R2.2 Parallel extension:
\[ s' \in N', t' \in N', h(t') = \epsilon : \]
\((a1) (s', t') \in F' \Rightarrow h(s') = \epsilon \]
\((a2) (s', t') \in F' \land x' \in l(s', t') \Rightarrow h(x') = \epsilon \]
\((b1) (t', s') \in F' \Rightarrow h(s') = \epsilon \]
\((b2) (t', s') \in F' \land x' \in l(t', s') \Rightarrow h(x') = \epsilon \]

Fig. 6: Rules for checking parallel extension of activity \( t' \) in the reference process which are eliminated in the process view. Rules are adapted from Fig.9 in [7].

R3 Invocation consistency:
\[(a) t \in N : \text{invocable}(t) \Rightarrow R(t) = \{t\} \]
\[(b) s' \in N', t' \in N' : \text{invocable}(h(t')) \land (s', t') \in F' \Rightarrow h(s') = s' \land (s', t') \in F \]

Fig. 7: Rules for checking invocation consistency (IC) of invocable activity \( t \) in a process view.

rules ensure that (a) the activity \( t' \) from a reference process has not been changed in the view and (b) all pre-states of \( t' \) in the reference process are also in the view and connected to it.

**Example 2.7.** The activities Assign Car' and Use' are invocable in view \( M_1 \) and have the same pre- and post-states \( s'_1, s'_2, \) and \( s'_3 \) as in the reference process \( M' \).

In the following we address consistency of data flows in process views.

2.3.3. **Checking Data Flow Consistency**

To check data flow consistency, we can apply a similar technique as described before. We assume that data input and output of an activity can also be abstracted by applying an extended version of the abstraction function \( h() \) to data definitions in the reference process model to produce the data definitions in the views. We distinguish two kinds of abstraction: *aggregation* and *generalization*, where \( \text{agg}(e) \) denotes data aggregated from \( e \) and \( \text{gen}(e) \) denotes data generalized from \( e \). Which one is applied depends on the domain knowledge specified in a part-of hierarchy (meronymy tree) [12]. A meronymy tree could be given for activity abstraction where a hierarchy of activities including data input and output is specified, or there could be an additional meronymy tree only for data types.

It is important to note that activities in a reference process can be abstracted into states in a view. Therefore states in a view can have input and output data.
As in the previous section where we introduced consistency criteria for control flow, we now describe corresponding criteria for data flow as represented by data input and data output of activities. The difference to the consistency rules for behaviors lies in the fact that we do not provide a full calculus for a complete data type system (of which there are many that are described in the literature). Rather, we assume minimal criteria of abstraction (aggregation and generalization) and the rules are defined in terms of the $agg$ and $gen$ abstractions. A choice of a particular data type framework will then determine the specific implementation of these operators but is beyond the scope of this paper.

- Rule D-R0 in Fig. 8 states that if data is abstracted in a view, then this must result in either an aggregation or a generalization of the original data element(s).
- Rule D-R1(a1) and (b1) shown in Fig. 8 ensure that each input (output) of a view node that is obtained by (possibly trivial) generalization is an abstraction of an input (output) of an activity in the detailed reference process. Rules D-R1(a2) and (b2) ensure that for each input (output) data formed by aggregation, all aggregated data components are indeed present on each execution path in the corresponding region in the reference process.
- Rule D-R2.1 shown in Fig. 9 ensures that input and output data of an activity in the reference process are also represented in the corresponding activity in the view.
- Rule D-R2.2 shown in Fig. 10 checks that if activities in a reference process have been removed in a view, their output is also removed in the view (D-R2.2 (b)) and that their input is removed unless it is also used as an input by another activity that is not removed (D-R2.2 (a)).

For invocable activities in a view, we need to check additional rules for invocation consistency: Rule D-R3 shown in Fig. 11 is applied only to invocable activities in a view and ensures that all data inputs are present and have not been changed in a view.

Note that we have not imposed a restriction on when exactly data elements are written during an activity. If activity $t$ has input $x$ (or output $y$), then this means that sometime during the execution of activity $t$, $t$ reads $x$ (or writes $y$). If $n$ is a node in a view with input $x$ (or output $y$), then sometime during execution of an activity $t$ in the region of $n$, input $x'$ with $h(x') = x$ is read (or, output $y'$ with $h(y') = y$ is written).

Having defined the different consistency dimensions, in the following we discuss the application of changes to views in general and then how the consistency criteria are checked in the change propagation step.
2.4. Performing Changes and Change Propagation

Since we deal with the co-evolution of views, a stakeholder can perform certain updates on a view. Two types of changes are presented here: (1) inserting and

D-R0. Data Abstraction
\[ \forall e' \in \delta_{in}'(x') \cup \delta_{out}'(x'), x' \in N'_i : h(e') = e \land e \neq e' \Rightarrow agg(e) \oplus gen(e), \]

D-R1. Rules for data input and output satisfaction
(a1) \[ n \in N, e \in D : e \in \delta_{in}(n) \land (\text{gen}(e) \lor h(e) = e) \Rightarrow \]
in at least one possible execution trace of region \( R(n) \) there exists a \( t' \) s.t.
\[ \exists e' \in D' : h(e') = e \land e' \in \delta_{in}'(t'). \]
(and there is only one such \( t' \) in that trace)
(b1) \[ n \in N, e \in D : e \in \delta_{out}(n) \land (\text{gen}(e) \lor h(e) = e) \Rightarrow \]
in at least one possible execution trace of region \( R(n) \) there exists a \( t' \) s.t.
\[ \exists e' \in D' : h(e') = e \land e' \in \delta_{out}'(t'). \]
(and there is only one such \( t' \) in that trace)

Fig. 8: Rules for checking data input and output satisfaction.

D-R2.1 Rules for checking data input and output of refined activity:
(a) \[ n' \in N', e' \in D' : e' \in \delta_{in}'(n') \land h(n') \neq e \land h(e') \neq e \Rightarrow h(e') \in \delta_{in}'(h(n')). \]
(b) \[ n' \in N', e' \in D' : e' \in \delta_{out}'(n') \land h(n') \neq e \land h(e') \neq e \Rightarrow h(e') \in \delta_{out}'(h(n')). \]

Fig. 9: Rules for checking data flow of non-eliminated activities.

D-R2.2 Rules for checking consistent data deletion:
(a) \[ t' \in N'_i, e' \in D' : e' \in \delta_{in}'(t') \land h(t') = e \land \]
\[ (\not \exists t'' \in N' : e' \in \delta_{in}'(t'') \land h(t'') \neq e) \Rightarrow h(e') = e \]
(b) \[ t' \in N'_i, e' \in D' : e' \in \delta_{out}'(t') \land h(t') = e \Rightarrow h(e') = e \]

Fig. 10: Rules for checking data flow of eliminated activities.

2.4. Performing Changes and Change Propagation

Since we deal with the co-evolution of views, a stakeholder can perform certain updates on a view. Two types of changes are presented here: (1) inserting and
D-R3. Invocation consistency:

\[ t' \in N'_t, t \in N_t, e \in D, e' \in D' : \]

(a) \( \text{invocable}(t) \land e \in \delta_{in}(t) \land h(e') = e \Rightarrow e = e' \)

(b) \( \text{invocable}(h(t')) \land e' \in \delta'_{in}(t') \Rightarrow h(e') = e' \land e' \in \delta_{in}(h(t')) \)

Fig. 11: Rules for checking data input of invocable activities.

(2) eliminating an activity. Inserting means that a new activity is added to the view and eliminating means that an activity is removed from the view. Additional change operations can be added to the framework. In order to perform an update, a list of operators are provided which consist of basic and composite operators [12]. As indicated in [26], a majority of change operators can be composed out of basic operators. Some examples of operators are presented below and shown in Fig. 12–16.

Let \( P = (N, F, D, \delta_{in}, \delta_{out}, L, l) \) be the labeled Petri net representing the original process model, and let \( P' = (N', F', D', \delta'_{in}, \delta'_{out}, L', l') \) denote the resulting model after a change operation has been applied. We assume that \( N \) (\( N' \)) is partitioned into \( N_t \) and \( N_s \) (\( N'_t \) and \( N'_s \)).

Adding an activity \( a \notin N_t \) with input data variables \( D_{in} \) and output variables \( D_{out} \) in place of a flow in \( F \) can be formalized as follows. We distinguish three cases: adding an activity between a state \( s \) and an existing activity \( t \) (operator \( \text{AddActivityAtInflow} \) shown in Fig. 12), between an existing activity \( t \) and a state \( s \) (operator \( \text{AddActivityAtOutflow} \) shown in Fig. 13), and creating a new alternative or parallel branch (operators \( \text{AddAlternativeBranch} \) and \( \text{AddParallelBranch} \) shown in Fig. 14 and 15).

The labeling invariants and absence of deadlocks must be checked for operators \( \text{AddAlternativeBranch}() \) and \( \text{AddParallelBranch}() \) to ensure a well-formed model is obtained. Otherwise, the model trivially satisfies the requirements for well-formed labeled Petri nets.

Currently, the operator \( \text{RemoveActivity}() \) is defined only for an activity \( a \) that has a single pre-state and a single post-state as shown in Fig. 16.

Operators for adding, removing and re-labeling flow arcs can be defined similarly by updating the \( F, L \) and \( l \) components accordingly. However, additional checks that verify safeness, absence of deadlocks, and labeling properties must be applied in order to ensure the resulting Petri net is a well-formed process model. Operators for adding and removing data inputs and outputs can be defined such that the resulting labeled Petri net differs only in the components \( D, \delta_{in} \) and \( \delta_{out} \). These trivial operators have been omitted for brevity.

After an operator has been applied, OC and IC between the reference process and the view are checked as described above. If an inconsistency is detected then the user has to resolves the conflicts. If no inconsistency is detected then the changes are propagated to the reference process and other views.
AddActivityAtInflow\big(a, D_{in}, D_{out}, (s,t), s'\big) :

Precondition: \(a \not\in N_t \land (s,t) \in F \land s' \not\in N_s\)

\[
\begin{align*}
N'_t &= N_t \cup \{a\} \\
N'_s &= N_s \cup \{s'\} \\
F'^+ &= \{(s,a),(a,s'),(s',t)\} \\
F' &= F \setminus \{(s,t)\} \cup F^+ \\
D' &= D \cup D_{in} \cup D_{out} \\
\delta'_{in}(a) &= D_{in} \text{ and } \delta'_{in}(a') = \delta_{in}(a') \text{ for } a' \in N_t \\
\delta'_{out}(a) &= D_{out} \text{ and } \delta'_{out}(a') = \delta_{out}(a') \text{ for } a' \in N_t \\
L' &= L \\
l'(f) &= l((s,t)) \text{ for } f \in F^+ \text{ and } \delta'(f) = \delta(f) \text{ for } f \in F' \setminus F^+
\end{align*}
\]

Fig. 12: Change operator \textit{AddActivityAtInflow()} for inserting a new activity \(a\) between an existing state \(s\) and activity \(t\) in a process model.

AddActivityAtOutflow\big(a, D_{in}, D_{out}, (t,s), s'\big) :

Precondition: \(a \not\in N_t \land (t,s) \in F \land s' \not\in N_s\)

\[
\begin{align*}
N'_t &= N_t \cup \{a\} \\
N'_s &= N_s \cup \{s'\} \\
F'^+ &= \{(t,s'),(s',a),(a,s)\} \\
F' &= F \setminus \{(t,s)\} \cup F^+ \\
D' &= D \cup D_{in} \cup D_{out} \\
\delta'_{in}(a) &= D_{in} \text{ and } \delta'_{in}(a') = \delta_{in}(a') \text{ for } a' \in N_t \\
\delta'_{out}(a) &= D_{out} \text{ and } \delta'_{out}(a') = \delta_{out}(a') \text{ for } a' \in N_t \\
L' &= L \\
l'(f) &= l((t,s)) \text{ for } f \in F^+ \text{ and } \delta'(f) = \delta(f) \text{ for } f \in F' \setminus F^+
\end{align*}
\]

Fig. 13: Change operator \textit{AddActivityAtOutflow()} for inserting a new activity \(a\) between an existing activity \(t\) and state \(s\) in a process model.

Fig. 17 illustrates a change propagation scenario where activity \textit{Inform} is inserted in \(M_2\) after activity \textit{Cancel Late'}:

(1) \textbf{Apply changes:} A stakeholder applies changes to a view using one of the
AddAlternativeBranch\((a, D_{in}, D_{out}, s, s')\):
Precondition: \(a \not\in N_t \land s \in N_s \land s' \in N_s \land \{s\} \triangleleft s' \land L_s = L_{s'}\)
where \(L_s \subseteq L\) and \(L_{s'} \subseteq L\) are the set of labels associated with \(s\) and \(s'\):

- \(N'_t = N_t \cup \{a\}\)
- \(F^+ = \{(s, a), (a, s')\}\)
- \(F' = F \cup F^+\)
- \(D' = D \cup D_{in} \cup D_{out}\)
- \(\delta'_{in}(a) = D_{in}\) and \(\delta'_{in}(a') = \delta_{in}(a')\) for \(a' \in N_t, a' \neq a\)
- \(\delta'_{out}(a) = D_{out}\) and \(\delta'_{out}(a') = \delta_{out}(a')\) for \(a' \in N_t, a' \neq a\)

\[L' = L\]
\[l'(f) = L_s\] for \(f \in F^+\) and \(l'(f) = l(f)\) for \(f \in F\)

Fig. 14: Change operator \(AddAlternativeBranch()\) for inserting a new alternative branch represented by activity \(a\) between existing states \(s\) and \(s'\) in a process model.

AddParallelBranch\((s_1, s_2, s_3, s_4, t_1, t_2, t_3)\):
Precondition: \(s_1, s_2, s_3, s_4 \not\in N_s \land l \not\in L \land t_1, t_2 \in N_t \land t_2 \not\in N_t\)

- \(N'_t = N_t \cup \{t_2\}\)
- \(N'_s = N_s \cup \{s_1, s_2, s_3, s_4\}\)
- \(F^+ = \{(s_1, t_1), (t_1, s_2), (s_2, t_2), (t_2, s_3), (s_3, t_3), (t_3, s_4)\}\)
- \(F' = F \cup F^+\)
- \(L' = L \cup \{l\}\)
- \(l'(f) = \{l\}\) for \(f \in F^+\) and \(l'(f) = l(f)\) for \(f \in F\)

Fig. 15: Change operator \(AddParallelBranch()\) for inserting a new parallel branch represented by \(t_2\) between two activities \(t_1\) and \(t_3\) in a process model.

available operators.

**Example 2.8.** Activity Inform is inserted in view \(M_2\) in Fig. 17.

(2) **Check well-formedness of process view:** A first correctness check includes checking for properties (well-formedness and data consistency). The properties can be checked efficiently using techniques such as SESE fragmentation [27]. If a violation of the properties is detected then the process model must be changed by the user so they are satisfied.
Example 2.9. After activity Inform has been inserted, the process view $M_2$ in Fig. 17 remains safe, activity-reduced and deadlock-free.

(3) Check consistency of intended changes to reference process: It is checked whether the changes can be propagated to the reference process such that the reference process is well-formed and a consistent specialization of the view (checking OC and IC for control flow consistency and corresponding criteria for data flow consistency). For this, elements added to the view are added in a shadow copy $\tilde{M}'$ of the reference process and elements removed from the view are removed from $\tilde{M}'$. The new abstraction function $h_{\text{new}}()$ is altered for elements in $\tilde{M}'$ as follows: $h_{\text{new}}(e) = h_{\text{old}}(e)$ if the element $e$ has not been added and $h_{\text{new}}(e) = e$ if element $e$ has been added. Flows between view elements have to be propagated to $\tilde{M}'$ in a way to meet well-formedness and consistency criteria. For flow $(s,t) \in F'$ with $s \in N_s$ and $t \in N_t$ and $x \in l(s,t)$, the flow can be uniquely propagated to $F'$ of the shadow copy reference process if there exists for each $x' \in R_{\text{new}}(x)$ exactly one sink state $s' \in N_s'$ in region $R(s)$ such that $x' \in l'(s')$. In such a case this state $s'$ is connected to any source activity $t'$ in $R(t)$ to gain a flow in $F'$. If several such states exist designer input is required to make a choice. Correspondingly, the same procedure is applied to flows $(t,s) \in F$ with $s \in N_s$ and $t \in N_t$.

$^a l'$ is extended from flows to states; this extension is unique due to the property of common label distribution, see Section 2.1.
If resulting shadow reference process $\hat{M}'$ is well-formed and a consistent specialization of the view, the planned change is correct and can now be propagated from the shadow reference process to the reference process.

**Example 2.10.** State $s_9$ and activity *Inform* are added to a shadow reference process $\hat{M}'$ which is a copy of $M'$. In $\hat{M}'$ the activity *CancelLate'$ is connected to $s_9$ and activity *Inform* is connected to $s_7'$ which is the source state within region $R(s_8)$.

The mapping between elements in $\hat{M}'$ and $M_2$ is updated with $h_{new}(s_9) = s_9$ and $h_{new}(Inform) = Inform$. Process $\hat{M}'$ is well-formed and observation consistent with the changed $M_2$ process.

The shadow process $\hat{M}'$ is well-formed and observation consistent with the changed $M_2$ process, and changes can therefore be propagated to $M'$ as shown in Fig. 17.

(4) **Propagate changes to the reference process**: The reference process is replaced by the shadow reference process. A shadow copy of the view is generated from the reference process based on the existing abstraction condition. If the existing view and its shadow copy differ, additions may not manifest in the view as they are considered insignificant by the abstraction condition and do not meet the abstraction condition. Moreover, as a result of deletions, fewer elements can be represented in the view [12]. If added elements are considered insignificant, the stakeholder is given the opportunity to modify the abstraction condition.

(5) **Propagate changes to other views**: The other views of the reference process are regenerated from the modified reference process and their abstraction functions are updated accordingly [12].
3. Conflict Detection and Resolution

In this section we consider conflicting changes where changes in multiple views affect common elements in the reference process in incompatible ways. We first discuss conflict detection and subsequently cover propagation and conflict resolution strategies in our framework. Conflicting changes are identified by change regions.

**Definition 3.1. (Change Region)**

A change region $C(o)$ of an applied change operator $o$ is the union of regions $\hat{R}(e)$ of all elements $e \in \text{params}(o)$ that have been affected by $o$ ($\text{params}(o)$ denotes the set of actual parameters passed to operator $o$): $C(o) = \bigcup_{e \in \text{params}(o)} \hat{R}(e)$ where $\hat{R}(e)$ is defined as:

- $\hat{R}(e) = R_{\text{old}}(e)$, if $e$ has been removed from view
- $\hat{R}(e) = R_{\text{new}}(e)$, if $e$ has been added to view
- $\hat{R}(e) = R_{\text{new}}(e) \cup R_{\text{old}}(e)$, if $e$ is in the view before and after the change

The definition of change region is based on region (see Definition 2.4) where a region is the preimage of a view element with respect to function $h()$. If a change operator is applied then $h()$ is updated as described in Step 3 above. Depending on the type of change operator, the $h()$ function before ($h_{\text{old}}()$) or the $h()$ function after the change ($h_{\text{new}}()$) or both are used to determine a change region. If an element $e$ is eliminated from a process view then the mapping function $h_{\text{old}}()$ before the change will be used, if a new element $e$ is inserted in a process view then the mapping function $h_{\text{new}}()$ after the change is used, and if $e$ is in the view before and after the change then the union of the regions before and after the change is used.

**Example 3.1.** If the change operator $o = \text{RemoveActivity}(\text{Cancel})$ with $\text{params}(o) = \{\text{Cancel}\}$ is applied to $M_1$ in Fig. 3 then $C(o) = \{\text{CancelLate'}, s_7', \text{SendCancellationInvoice'}\}$.

**Example 3.2.** If the change operator $o = \text{AddActivityAtOutFlow}(\text{Inform}, \{\text{reservationNumber}\}, \{\text{confirmationNo}\}, (\text{CancelLate'}, s_8), s_9)$ with $\text{params}(o) = \{\text{CancelLate'}, s_8, \text{Inform}, s_9\}$ is applied to $M_2$ in Fig. 3 then $C(o) = \{\text{CancelLate'}, s_7', \text{SendCancellationInvoice'}, s_4'\}$. Newly added elements are shown in Fig. 17.

**Definition 3.2. (Conflicting Changes)**

The changes of two operators $o_1$ and $o_2$ in different views are in conflict if their respective change regions $C(o_1)$ and $C(o_2)$ are overlapping, i.e., $C(o_1) \cap C(o_2) \neq \emptyset$.

**Example 3.3.** Imagine the stakeholder of view $M_1$ in Fig. 3 adds a new parallel branch from activity $\text{Use}$ and at the same time the stakeholder for view $M_2$ removes $\text{Use}$. This would lead to a conflict because the elements $\text{Use}$ in both views are in conflicting change regions.

For conflict resolution we assume a view condition associated to each process
view which specifies the subset of possible instances of the reference processes that can run through the process view. The view condition is a constraint over the property values of a process instance.

**Example 3.4.** The view condition of view $M_1$: City Car Rental View is $\text{CarType}='\text{City Car}'$ and for view $M_2$: Truck Rental View it is $\text{CarType}='\text{Truck}'$.

If two views are in conflict then there exist two situations depending on the relation between their respective view condition: (1) The view conditions are disjoint or (2) they are overlapping. We assume that the view condition of two different views are not identical, i.e., if two stakeholders created a view with the same abstraction condition then they are sharing the same view with the same view condition. Below some principles of the approach are described first and then the two situations are addressed. In the remaining section we refer to view condition with the term condition.

In this section we discuss conflict resolution based on type discrimination on the process instances. The idea is to create a subtype of the reference process model for each view and then propagate changes to a shadow copy of the reference process which becomes the process of a subtype. Each subtype is associated with the view condition of the view for which the subtype was created and the association is called membership condition. During run time the reference process checks the properties of an instance and by type discrimination based on the membership condition directs the instances to the proper process of a subtype.

We first describe how two conflicting views can be resolved and then how the same technique can be applied to multiple views.

### 3.1. Process Subtyping

Fig. 18 shows the conceptual model in the state where a conflict has been detected and changes have not yet been propagated to the reference process $M'$. For simplicity, the figure shows only one view $M_1$. For each view $M_1$ and $M_2$, subtypes $M'_1$ and $M'_2$ of $M'$ are created and associated with membership conditions identical to the respective view conditions of $M_1$ and $M_2$.

Depending on the view conditions there are two possibilities: (1) two views hold disjoint view conditions or (2) two views hold overlapping view conditions. Change conflicts in the two situation need to be handled differently which is discussed in the following subsections.

### 3.2. Conflicting Views with Disjoint View Conditions

The conceptual model of two views with disjoint conditions is shown in Fig. 19.

**Example 3.5.** The example contains two conflicting views City Car View and Truck View as shown in Fig. 19. Imagine that the stakeholder responsible for the City Car view process refines an activity “Offer Insurance” and at the same time the
Fig. 18: Reference process $M'$ with a new added subtype $M'_1$. Changes made in Old View $M_1$ are propagated to a shadow copy of $M'$ which becomes the process of $M'_1$. The subtype $M'_1$ holds the membership condition of New View $M_1$ which is the same as the view condition.

Fig. 19: Example of two conflicting views City Car View and Truck View with two disjoint conditions.

stakeholder of the truck view process refines the same activity differently. Fig. 20a and 20b show the different refinements. In case of a city car, the customer can choose either comprehensive or basic insurance. If basic insurance is chosen, then an excess notice needs to be signed. At the end, the client can choose to add an additional driver. In the truck view, a customer has to take comprehensive insurance and can then choose to also purchase insurance for a trailer, or not.

If two views $M_1$ and $M_2$ have disjoint conditions $c_1$ and $c_2$ then processes for subtypes $M'_1$ and $M'_2$ are generated. They are generated in the same way as explained in Step 3 for change propagation (see Section 2.4): Changes that were applied in $M_1$ are propagated to a shadow copy of reference process $M'$. This shadow copy becomes then the process of subtype $M'_1$ which holds the membership condition identical to view condition $c_1$ of $M_1$. The same procedure is used for generating the process of subtype $M'_2$ but with another shadow copy of $M'$ to which changes
Example 3.6. To resolve the conflict between City Car and Truck View, two subtypes City Car Rental and Truck Rental of the reference process Car Rental are created. The membership condition CarType="city car" is associated with the subtype City Car Rental and condition CarType="truck" with Truck Rental. The refinement of activity “Offer Insurance” in view City Car shown in Fig. 20a is propagated to a shadow copy of process Car Rental. This shadow copy becomes then the process of subtype City Car Rental. Likewise for the Truck View: Its refinement shown in Fig. 20b is propagated to a new shadow copy of Car Rental which becomes the process of subtype Truck Rental. The new views are regenerated from the processes of City Car Rental and Truck Rental as shown in the resulting conceptual model in Fig. 21.

At run time, process Car Rental can use the membership conditions associated with its subtypes to direct the instances to the appropriate subtype process by type discrimination based on the values of the process instance properties.

In order to use type discrimination for resolving conflicts, it is important to note that we assume the abstract superclass rule: each process instance that is executed on M' is an instance of a most specific process type. This ensures that the type
discriminator can assign the correct process region to an instance at run-time.

The main reference process $M'$ is rebuilt as observation consistent generalization of the different process subtypes. More details on how to create an observation-consistent generalization of two processes can be found in work by Preuner et al. [28].

The relationship between a process subtype $M'_i$ and the main reference process $M'$ is captured by a mapping function $h_i$. An element $e$ of the main reference process may, considering the mapping functions $h_1$ and $h_2$ of two subprocesses, have different regions $R_{h_1}$ and $R_{h_2}$, if the region covered by $e$ is handled differently in each subprocess. The reference process $M'$ may expand $e$ into lanes to show the different regions. An example is given below.

**Example 3.7.** Fig. 22 shows the two refinements made for “Offer Insurance” in City Car View and Truck View, one in each lane. The membership condition is shown on the left hand side. If $CarType=“city car”$ of a process instance is satisfied then the activities in the upper lane are executed and if $CarType=“truck”$ is satisfied then refinement in the lower lane is executed.

### 3.3. Conflicting Views with Overlapping View Conditions

If views $M_1$ and $M_2$ have overlapping conditions $c_1$ and $c_2$ then a more advanced approach needs to be taken compared to disjoint conditions. In addition to the two subtypes $M'_1$ and $M'_2$ previously created three new subtypes that are subtypes of $M'_1$ and $M'_2$ are generated. The following membership conditions are associated with them:

- $M'_1$ is a subtype of $M'$ and associated with condition $c_1$,
- $M'_2$ is a subtype of $M'$ and associated with condition $c_2$,
- $M'_3$ is a subtype of $M'_1$ and associated with condition $c_1 \setminus c_2$,
- $M'_4$ is a subtype of $M'_2$ and associated with condition $c_2 \setminus c_1$, and
- $M'_5$ is a subtype of $M'_1$ and $M'_2$ and associated with condition $c_1 \wedge c_2$.

![Fig. 22: Activity “Offer Insurance” in reference process Car Rental with expanded refinements shown in Fig.20a and 20b.](image-url)
Fig. 23: Conceptual model of how to resolve conflicting changes in views with overlapping view conditions. Five subtypes $M'_1 - M'_5$ are created where $M'_1$ is a most specific observation consistent generalization of $M'_3$ and $M'_5$, and $M'_2$ is a most specific observation consistent generalization of $M'_4$ and $M'_5$.

The situation is illustrated in Fig. 23. Changes applied in $M_1$ are propagated to a shadow copy of reference process $M'$ which becomes the process of subtype $M'_3$. Likewise for changes applied in $M_2$, a shadow copy of $M'$ with propagated changes is created which becomes the process of subtype $M'_4$. How the processes for $M'_1$, $M'_2$ and $M'_5$ are determined is explained below.

**Example 3.8.** Imagine two views as shown in Fig. 23 where $M_1$ is a “City Car View” and $M_2$ is a “VIP Customer View” which handles VIP customers. A stakeholder of $M_1$ refines activity “Offer Insurance” as shown in Fig. 20a whereas stakeholder of $M_2$ refines the same activity by adding “Special VIP Insurance”. In case of a process instance where a regular customer rents a city car the process of subtype $M'_3$ is followed. In case of a VIP customer who does not rent a city car the behavior of subtype $M'_4$ is followed. In case a VIP guest rents a city car the behavior of subtype $M'_5$ is followed. This process can be specified in different ways.

Subtype $M'_5$ covers instances that hold condition $c_1 \land c_2$. The process can be specified in three different ways:

1. Select one subtype as the default process, i.e., either the process of $M'_3$ or $M'_4$.
(2) Select the process prior to the change, i.e., the process of reference process \( M' \) before changes are propagated.

(3) Create a new process for subtype \( M'_5 \).

The processes of remaining subtypes \( M'_1 \) and \( M'_2 \) are created by the most specific observation-consistent generalizations \([28]\). \( M'_1 \) is a most specific observation-consistent generalizations of \( M'_3 \) and \( M'_5 \), and \( M'_2 \) is a most specific observation-consistent generalizations of \( M'_4 \) and \( M'_5 \). The new views \( M_1 \) and \( M_2 \) are generated from \( M'_1 \) and \( M'_2 \) respectively.

Above we have discussed how to resolve two conflicting views by type discrimination. If there are more than two views with conflicts and their conditions are disjoint then the same approach as described in Section 3.2 is applied. If conditions are overlapping then all possible combination of overlapping conditions need to be considered.

4. Case Study

The presented framework has been applied to real-world processes from the Product and System Engineering domain \([12]\). In the use case five reference process models have been considered: (1) The Product Management process described the product life cycle management and included activities such as planning, defining, forecasting or marketing of a product within a company, (2) the System Integration process described the development and execution of an integration plan for a product life cycle, (3) the Requirement Engineering process covered activities related to analysis, definition, validation, and updating of requirements of a product during its life cycle, (4) the Architecture and Design process described how to create and design an architecture and interfaces, and (5) the Software Development process described the implementation and testing of a software product.

The size and complexity of the five reference process models varied. The largest model was the reference process for Product Management with 258 activities and 654 control- and data flows and the smallest was Software Development with 146 activities and 532 control- and data flows. By generating views the size and complexity could be reduced significantly depending on the abstraction condition. For the five processes we selected an abstraction condition on the roles that execute activities, i.e., those activities executed by a specific role were significant: For Product Management and System Integration the role was “project manager”, for Requirement Engineering it was the “requirements manager”, for the Architecture and Design the role was “architecture”, and for Software Development the role was “architect”.

After applying the abstraction, the size of the process views were between 8–34% of the reference process in respect to numbers of activities. This helped to focus on the relevant activities and made it easier to apply changes to them.

All reference processes were modeled in the Event-driven Process Chains (EPC) notation within the ARIS Framework. For applying presented framework on the processes, the EPC diagrams were first transformed into labeled Petri nets based
on related work that investigated the mapping of EPC to Petri nets [29]. The labels were added manually following the well formedness properties described in Section 2.1.

A prototype of the modeling environment for process models, abstraction, change operators and consistency checking is based on the Domain Modeling Environment (DoME) implemented in Cincom’s VisualWorks Smalltalk system. The architecture of the implementation is explained in more detail in [6]. Our implementation provides graphical editors for modeling business processes and properties of activities, and an implementation of the abstraction computation mechanism based on abstraction constraints. The user provides a detailed model as input, specifies the constraints and, after executing the configurator, obtains a hierarchy of abstractions providing different views. We do not currently provide a graphical user interface for constraint acquisition. Once the views are generated, changes can be performed on them and consistency checks can be executed.

5. Related Work

The following subsections discuss related work directly addressing change propagation between process models as well as the approaches which are potentially useful in the co-evolution of process models such as finding corresponding process model elements. All the mentioned approaches complement one aspect presented in this paper. The following subsections discuss the three main aspects in change management: process model alignment, co-evolution and variability. The results of comparison of related work have been captured in Table 1 where rows specify the papers and indicate their support with respect to the following criteria:

**Goal:** This column classifies the related work based on their goal.

**Data Flow (Consistency):** The data flow column indicates whether the related work considers data flow consistency in a change propagation scenario. This criterion is important as the robustness of a process model is fundamentally depended on the correctness of the data flow [1]. The possible values include supported, not supported, the criterion is not in the scope of the paper, and the criterion is in the scope of the paper but it has not been discussed.

**Bidirectional Change Propagation:** This column indicates the support for top down and bottom up change propagation where different levels of the abstraction hierarchy have been considered by the approach. This is an important aspect since changes cannot be restricted to any particular abstraction level.

**Support for Process Views:** This column indicates the support for different process views.

**Consistency Preservation:** The column discusses whether consistency between different models is maintained during change propagation. This is an important criterion as in practice there is no single process model but a group of process
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models. In order to preserve the uniformity between such models, the consistency between them must be evaluated against formal criteria.

**Change Operators:** This column indicates whether the change propagation technique is based on change operators or not. Using an operator based approach has advantages such as identifying and enabling the traceability of the changed region.

**Abstraction Hierarchy:** This column discusses whether process models at different levels of abstraction are considered, as in practice process models are usually at different levels.

**Conflict Detection and Resolution:** These columns specify whether the proposed approach supports conflict detection and resolution in the change propagation scenario.

**Support for Behavioral Model:** This column specifies whether related work supports process models such as BPMN and Petri net or if it focuses on static models such as UML class diagrams. This is an important criterion as the semantics of processes is more complex than the semantics of static models [30].

### 5.1. Process Model Alignment

One important aspect of propagating changes from one process model to another is finding corresponding elements in the two process models. Finding corresponding elements in two structures means that for each entity in one structure, a corresponding entity in the other structure, with the same intended meaning can be found. To find the correspondences between models at different abstraction levels, Dijkman et al. [31] use lexical matching of element pairs and graph matching.

Brockmans et al. [32] propose a technique for semantic alignment of Petri net models at different levels of abstraction by translating the process model to OWL. For this purpose they consider the syntactic and semantic similarity between model elements.

Branco et al. [33] deal with management of consistency between models at different levels of abstraction. They propose an algorithm which establishes corresponding nodes between the models belong to different abstraction levels based on the type and name of the nodes.

Weidlich et al. [34] represent a framework for matching process model elements. The focus is mainly on the computational complexity of maintaining correspondences between elements in different models. Their approach focuses on correspondences between two models, whereas our work is applicable in propagation scenarios involving a set of related process models.

Finally, several approaches deal with producing different process views considering different requirements [9, 35–37]. However their focus is not on the change propagation between these views.
5.2. Process Co-Evolution

Kurniawan et al. [38] propose two algorithms for identifying changed region as well as propagating the changes. In this framework each process model is mapped to a node, and relationships between models (such as part-whole, generalization-specialization, and inter-operation) are expressed as edges between nodes. When one of the processes changes, a process model is revised to correct the relationship violation using a repair algorithm searching for a variant which violates consistency the least. The repair procedure aims to ensure that the relationship constraints which were satisfied before the change must be satisfied after the change and the chosen variant must have the minimum number of conflicts with the remaining processes.

Weidlich et al. [39] use behavioral profiles for identifying the changed regions in a model and propagate the changes to other models at different levels of abstraction. The changed region can be identified since any changes in the structure of a process model impact the relation of nodes (i.e. behavioral profile). In this approach data properties are not considered.

Kolb et al. [4,5,40] present the proView framework by which personalized process views over a central process model can be created. The framework supports control- and data flow, provides a library of change operators for the evolution of views, and updates associated process models accordingly. In comparison to our framework, conflicting changes are not considered and this work does not discuss consistency criteria of related process models.

Fdhila et al. [41] propose a generic approach to propagate changes in collaborative process maintenance scenarios. In such scenarios different business partners have their own private processes from which a public view is provided for other partners. The proposed approach deals with propagating the changes from a changed view to others in order to preserve invocation consistency. In comparison to our work, if the consistency of a changed view with other view cannot be preserved, the change is abandoned. There is no repair plan by which the identified inconsistency can be resolved.

Weidmann et al. [42,43] propose a synchronization method to align changed process models with IT. The changes are propagated based on model correspondences between models at different abstraction levels, using a change queue. When a change occurs, it is logged in the change queue of the relevant model and is propagated to all synchronized models with the changed model. In comparison to our approach the work does not address a solution for conflicting changes, focuses on alignment of activities only, and does not consider gateways or activities properties including data flows.

Dam et al. [44] propose an agent-oriented framework for fixing inconsistencies resulting from change propagation. For this purpose they create a library of plans for fixing the constraint violations at run time. Although the completeness and correctness of generated plans are guaranteed, since all the possible repair plan
choices are considered, the approach is not scalable. Our approach relies on heuristic repairs and local consistency checks in order to provide scalable change propagation.

Ekanayake et al. [45] present a semi-automated technique for change propagation across process model versions. To keep the versions synchronized, changed fragments are locked until the change is propagated to all the other versions containing that changed fragment. In comparison to our framework, the approach does not deal with abstraction of processes on different levels of abstraction but focuses on a storage model for process fragments to facilitate their management.

Gerth et al. [46] propose a language independent framework for change management. The framework uses workflow graphs as an intermediate representation for the process model, by which the list of differences, dependencies, and conflicts are computed. This framework is applicable in versioning scenarios where different versions must be refinements of a source model. By merging different versions, the changes in the views are identified and propagated to the source model. The possibility that changes in one version may impact other versions is not considered and also the changes are always propagated from the views to the source model, not vice versa.

Favre et al. [47] present a prototype for the co-evolution of process views in an Eclipse-based graphical BPMN 2.0 editor. It provides a limited set of operators and focuses on the control flow of process models. It provides the option of user interaction, e.g., a propagated change can be accepted or neglected by a stakeholder. Main difference to the presented framework is missing discussion on consistency criteria and abstraction techniques applied.

5.3. Conflict Detection and Resolution

This section provides an overview over the approaches in conflict detection and resolution.

Brosch et al. [48] deal with resolving conflicts between multiple versions of UML Class Diagrams while merging different modifications into a consolidated version. For this purpose they introduce a versioning system called AMOR which provides an exact conflict report in model merging as well as semi-automatic executable resolution strategies. The conflicts are resolved based on a set of predefined resolution patterns, and consistency preservation is not discussed.

Gerth et al. [49] outline the importance of conflict detection in version management and provide a definition for semantic and syntactic conflicts that resulted from applying conflicting change operators. They capture the process structure in process model terms used for conflict detection, and the applied change operators are gathered from the change logs. The focus of the paper is on providing a mechanism for detecting conflicts and not on resolving them.

Küster et al. [50] introduce the concept of conflicting and dependent change operations and represents a method for identifying them based on applied changes derived from change logs. In contrast to our approach preserving consistency is not
discussed. A disadvantage of the approaches which depend on change logs is that the tools may not provide change logs or process models that can be exchanged across tool boundaries [51].

Küster et al. [51] propose a systematic framework which detects and resolves conflicts by comparing the differences in the structure of a process model before and after change based on derived change operations. The proposed approach is not automated. Instead it assists process designers in resolving conflicts manually by classifying changes.

Taentzer et al. [52, 53] introduce two kinds of conflict detection for operation-based and state-based conflicts in model versioning based on graph theory. Operation based conflicts refer to conflicts resulting from changing the structure of a process model such as adding a node in one version and removing it in another version. The operation based conflicts are resolved by giving priority over one of the conflicting operators. For instance, an \textit{add} operation has priority over a \textit{delete} operation. A state-based conflict occurs if the final state of the process model after a change contradicts the consistency rules of the related modeling notation. These distinctions have been elaborated in [52] for \textit{EMF-based} models. The modeling features of the models such as controlling, multiplicity, and ordered features are formalized as graph constraints. Conflict patterns are presented which illustrate the conflicting operations, such as \textit{delete-use}, \textit{delete-move}, \textit{delete-update}, \textit{update-update}, \textit{move-move}, and \textit{insert-insert}. For resolving any of these conflicts a strategy is presented. However it is not clear how changes are set to a pre-defined change operation. This can cause difficulties in the identification of the potential operations especially where the investigated versions differ significantly.

Dam et al. [54] propose an enterprise architectural (EA) description language for change propagation within an EA model. To resolve conflicts and inconsistency while propagating the changes, the framework devises repair plans based on consistency and well-formedness rules formulated in Alloy. A significant difference to our work is that it does not support business process models and does not deal with the abstraction of models.

Cicchetti et al. [55] propose a domain-specific language to control the conflicts resulting from cooperative changes over the same process model elements. This semi-automated approach is based on a meta model representation which enables detection of semantic and syntactic conflicts. Changed models are merged and suitable conflict resolutions are recommended. Similar to previous approach, it does not focus on process models and abstraction of models.

Rinderle et al. [56] present a formal framework for dealing with overlapping and non-overlapping process changes at instance and type level, as well as migration strategies for running process instances. By considering a behavioral equivalence relation, i.e. trace equivalence, disjoint and overlapping changes are determined. In [57] the framework has been extended to deal with structural conflicts between concurrent changes in both running instances in the process model before the change and instances which have been modified individually. In contrast to this work, the
presented framework does not deal with the adaptation of process instances to changed process models.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Data Flow</th>
<th>Bi-directional</th>
<th>Process View</th>
<th>Consistency Preservation</th>
<th>Abstraction Hierarchy</th>
<th>Conflict Detection</th>
<th>Conflict Resolution</th>
<th>Behavioral models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dijkman [31]</td>
<td>Process Alignment</td>
<td>n/a</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
</tr>
<tr>
<td>Brockmans [32]</td>
<td>Inter-operability</td>
<td>-</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>+</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td>Branco [33]</td>
<td>Matching</td>
<td>-</td>
<td>n/a</td>
<td>+</td>
<td>n.d.</td>
<td>-</td>
<td>+</td>
<td>n/a</td>
</tr>
<tr>
<td>Weidlich [34]</td>
<td>Compatibility</td>
<td>-</td>
<td>n/a</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>Liu [35]</td>
<td>Create View</td>
<td>-</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Eshuis [9]</td>
<td>Create View</td>
<td>-</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Bobrik [36]</td>
<td>Create View</td>
<td>-</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Zhao [37]</td>
<td>Create View</td>
<td>-</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>+</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

**Legend:** + supported, − not supported, n/a not applicable, n.d. not discussed.
6. Conclusion

We presented a framework for process co-evolution that applies the notion of consistent specialization for on-the-fly change propagation. We showed on an example how rules developed for checking consistent refinement and extension of business processes can be used to propagate changes efficiently and re-establish consistency among a reference process and its views. So far the framework supports change propagation on the model level, and the rules have been implemented in a process abstraction framework. Further we presented an extension for dealing with conflicts resulting from concurrent changes affecting the same process region. These conflicts are resolved by building a hierarchy of process types and apply type discrimination to assign process instances dynamically to view specific elements at run-time. As the next step in our research agenda we plan to deploy the framework to a distributed collaborative process design environment.
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